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ABSTRACT

Signal decomposition methods such as Non-negative Ma-
trix Factorization (NMF) demonstrated to be a suitable ap-
proach for music signal processing applications, including
sound source separation. To better control this decompo-
sition, NMF has been extended using prior knowledge and
parametric models. In fact, using score information con-
siderably improved separation results. Nevertheless, one
of the main problems of using score information is the mis-
alignment between the score and the actual performance.
A potential solution to this problem is the use of audio to
score alignment systems. However, most of them rely on a
tolerance window that clearly affects the separation results.
To overcome this problem, we propose a novel method to
refine the aligned score at note level by detecting both, on-
set and offset for each note present in the score. Note re-
finement is achieved by detecting shapes and contours in
the estimated instrument-wise time activation (gains) ma-
trix. Decomposition is performed in a supervised way, us-
ing training instrument models and coarsely-aligned score
information. The detected contours define time-frequency
note boundaries, and they increase the sparsity. Finally, we
have evaluated our method for informed source separation
using a dataset of Bach chorales obtaining satisfactory re-
sults, especially in terms of SIR.

1. INTRODUCTION

Sound source separation has been actively addressed dur-
ing the recent years with various applications ranging from
predominant melody transcription [10], to interference re-
moval in close microphone recordings [4]. State of the
art systems particularly target the separation of the pre-
dominant harmonic instrument from the accompaniment
[3, 4, 10, 18], and less often the separation of various in-
struments in classical music [9, 15].

Besides [18](recurrent neural networks), and [9](parti-
cle filters), the aforementioned systems are based on non-
negative matrix factorization (NMF) [19], a technique that
efficiently decomposes a magnitude spectrogram into a set
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of template (basis) and activation (gains) vectors. How-
ever, when dealing with a non-convex problem, the NMF
can converge to a local minima solution for which the
sources are not well separated. Towards a better separa-
tion, the system can benefit from prior knowledge. On this
account, a set of musical meaningful variables are intro-
duced into the parametric model and estimated jointly.

Furthermore, important improvements are reported
when score information is added to guide the decompo-
sition process [3,9,12,15,17]. In this case, the best perfor-
mance is achieved when the audio is perfectly aligned with
the score [23]. However, in a real-case scenario, a perfect
aligned score is not available, and a score-alignment algo-
rithm is needed [5, 8, 9, 13].

Conversely, as enounced in [3], besides the global mis-
alignments, fixed by score-alignment systems, we can also
encounter local misalignments. With respect to this prob-
lem, source separation systems propose to estimate the on-
set implicitly into the parametric NMF model, by increas-
ing the time boundaries for the onsets in the gains matrix at
the initialization stage [12,15,17]. However, an interesting
question is whether such an initialization results in a better
separation than refining the gains and correcting the local
misalignments prior to the source separation.

Several methods deal with explicitly correcting local
misalignments [21, p. 103], [20,27]. The latter finds shapes
and contours (blobs) in a pitch salience function, obtained
by pre-processing the spectrogram of the signal and then
filtering the spectral peaks for each instrument. However,
this method does not use any information regarding the
timbre, which is more desirable when distributing energy
between different instruments.

The goal of this paper is to use the note refinement in-
formation in order to improve score-informed source sepa-
ration of harmonic instruments. Specifically, we have two
contributions: we adapt the source separation framework
in [24] to the score-informed case, and, notably, we cor-
rect the local misalignments in the score and refine the
time-frequency zones of the gains used in source separa-
tion. First, we compute the initial gains by distributing
the energy among instruments with the source separation
NMF algorithm proposed in [24]. The computed gains
offer a more robust representation than the pitch salience
used in [20], because timbre information is used to deal
with the problem of overlapping partials between the in-
struments, and because the gains are represented on log-
frequency scale and are less noisy than the pitch salience
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in [20]. As a result, detecting and assigning blobs to notes
in the gains matrix can be done more robustly. Second, we
can use the processed gains to reiterate the NMF source
separation. Consequently, instead of initializing the NMF
with the MIDI information, we can use the blobs associ-
ated with each note. On this account, we restrict the po-
tential interferences not only in time but also in frequency,
and achieve better separation.

We evaluate the note refinement and the source separa-
tion on the Bach10 dataset [9]. Accordingly, note refine-
ment is performed on an artificially generated score with
local misalignments, and on the output the DTW based
score alignment algorithm [5]. Furthermore, we evaluate
the score-informed source separation, as we want more in-
sight on which initialization method yields better source
separation.

The remainder of this paper is structured as follows.
First, we describe the existing source separation frame-
work and then, in Section 3, the note refinement method
and its application to monaural score informed source sep-
aration. Then, we evaluate score alignment and source sep-
aration. Finally, we discuss the results and restate the con-
tributions to prior work.

2. NMF FOR SOURCE SEPARATION

In this section we explain the Source Separation Frame-
work used for sound source separation. Further informa-
tion can be found in [24].

2.1 Signal Model

Techniques based on Non-negative Matrix Factorization
(NMF) can be used to efficiently decompose an audio spec-
trogram as a linear combination of spectral basis functions.
In such a model, the short-term magnitude (or power) spec-
trum of the signal x(f, t) in time-frame t and frequency f
is modeled as a weighted sum of basis functions as:

x(f, t) ⇡ x̂(f, t) =
N

X

n=1

bn(f)gn(t), (1)

where gn(t) is the gain of the basis function n at frame
t, and bn(f), n = 1, ..., N are the bases. Note that model in
eq. (1) only holds under the assumption of a) strong spar-
sity (only one source active per time-frequency(TF) bin) or
b) local stationarity (only for power spectrogram) [2].

When dealing with musical instrument sounds, it is nat-
ural to assume that each basis function represents a sin-
gle pitch, and the corresponding gains contain informa-
tion about the onset and offset times of notes having that
pitch [4]. Besides, restricting the model in (1) to be har-
monic is particularly useful for the analysis and separation
of musical audio signals since each basis can define a sin-
gle fundamental frequency and instrument. Harmonicity
constrained basis functions are defined as:

bj,n(f) =
H

X

h=1

aj,n(h)G(f � hf0(n)), (2)

where bj,n(f), are the bases for each note n of instru-
ment j, n = 1, ..., N is defined as the pitch range for in-
strument j = 1, ..., J , where J is the total number of in-
struments present in the mixture, h = 1, ..., H is the num-
ber of harmonics, aj,n(h) is the amplitude of harmonic h
for note n and instrument j, f0(n) is the fundamental fre-
quency of note n, G(f) is the magnitude spectrum of the
window function, and the spectrum of a harmonic com-
ponent at frequency hf0(n) is approximated by G(f �
hf0(n)). Therefore, the harmonic constrained model for
the magnitude spectra of a music signal is defined as:

x̂(f, t) =
J

X

j=1

N
X

n=1

H
X

h=1

gj,n(t)aj,n(h)G(f � hf0(n)), (3)

where the time gains gj,n(t) and the harmonic ampli-
tudes aj,n(h) are the parameters to be estimated.

2.2 Augmented NMF for Parameter Estimation

Non-negativity of the parameters is a common restriction
imposed to the signal decomposition method for music sig-
nal processing applications. Furthermore, the factorization
parameters of equation (3) are estimated by minimizing the
reconstruction error between the observed x(f, t) and the
modeled x̂(f, t) spectrograms, using a cost function, which
is this case the Beta-divergence [14]:
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For particular values of �, Beta-divergence includes in

its definition the most popular cost functions, Euclidean
(EUC) distance (� = 2), Kullback-Leibler (KL) diver-
gence (� = 1) and the Itakura-Saito (IS) divergence
(� = 0). The parameters in (1) are estimated with an it-
erative cost minimization algorithm based on multiplica-
tive update (MU) rules, as discussed in [19]. Under these
rules, D(x(f, t)|x̂(f, t)) does not increase with each iter-
ation while ensuring the non-negativity of the bases and
the gains. These MU rules are obtained applying diagonal
rescaling to the step size of the gradient descent algorithm
(see [19] for further details).

Lets denote as ✓l the parameter to be estimated. Then,
the MU rule for ✓l is obtained by computing the derivative
r✓l

D of the cost function with respect to ✓l. This deriva-
tive can be expressed as a difference between two positive
terms r+

✓l
D and r�

✓l
D [25] and thus, the update rule for

parameter ✓l can be expressed as:

✓l  ✓l

r�
✓l

D(x(f, t)|x̂(f, t))

r+
✓l

D(x(f, t)|x̂(f, t))
. (5)

2.3 Timbral Informed Signal Model

As showed in [6], when appropriate training data are avail-
able, it is useful to learn the instrument-dependent bases in
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advance and keep them fixed during the analysis of the sig-
nals. In the commented work, the amplitudes of each note
of each musical instrument aj,n(h) are learnt by using the
RWC database [16] of solo instruments playing isolated
notes together with their ground-truth transcription. Thus,
gains are set to unity for each pitch at those time frames
where the instrument is active while the rest of the gains
are set to zero. Note that gains initialized to zero remain
zero because of the multiplicative update rules, and there-
fore the frame is represented only with the correct pitch.

The MU rules are computed from equation (5) for the
amplitude coefficients and the gains as

a
j,n

(h) a
j,n

(h)

P
f,t

x(f, t)x̂(f, t)��2g
j,n

(t)G(f � hf
0

(n))
P

f,t

x̂(f, t)��1g
j,n

(t)G(f � hf
0

(n))

(6)

g
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(t) g
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P
f,m
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0

(n))
P

f,m

x̂(f, t)��1a
j,n

(h)G(f � hf
0
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(7)
Finally, the training procedure is summarized in Algo-

rithm 1.

Algorithm 1 Instrument modeling algorithm
1 Compute x(f, t) from a solo performance for each instru-

ment in the training database
2 Initialize gains g

j,n

(t) with the ground truth transcription
R

j,n

(t) and a
j,n

(h) with random positive values.
3 Update the gains using eq. (6).
4 Update the bases using eq. (7).
5 Repeat steps 2-3 until the algorithm converges (or maximum

number of iterations is reached).
6 Compute basis functions b

j,n

(f) for each instrument j using
eq. (2).

The training algorithm obtains an estimation of the ba-
sis functions bj,n(f) required at the factorization stage for
each instrument. Since the instrument dependent basis func-
tions bj,n(f) are held fixed, the factorization can be re-
duced to the estimation of the gains gj,n(t) for each of the
trained instruments j.

2.4 Gains estimation

Here, the classical augmented NMF factorization with MU
rules is applied to estimate the gains corresponding to each
source j in the mixture. The process is detailed in Algo-
rithm 2.

Algorithm 2 Gain Estimation Method
1 Initialize b

j,n

(f) with the values learned in section 2.3. Use
random positive values to initialize g

j,n

(t).
2 Update the gains using eq. (7).
3 Repeat step 2 until the algorithm converges (or maximum

number of iterations is reached)

2.5 From the estimated gains to the separated signals

In this work, we assume that the individual sources
yj(t), j = 1...J that compose the mixed signal x(t) are

linearly mixed, so x(t) =
J
P

j=1
yj(t). Lets denote the

power spectral density of source j at TF bin (f, t) as
|Xj(t, f)|2, j = 1...J , then, each ideally separated source
yj(t) can be estimated from the mixture x(t) using a gen-
eralized time-frequency Wiener filter over the Short-Time
Fourier Transform (STFT) domain as in [14, 15].

Here we use the Wiener filter soft-masking strategy as
in [24]. In particular, the soft-mask ↵j of source j repre-
sents the relative energy contribution of each source to the
total energy of the mixed signal x(t) and is obtained as:

↵j(t, f) =
Ŷj(t, f)2

P

j Ŷj(t, f)2
(8)

where Ŷj(t, f) is the estimated source magnitude spec-
trogram computed as Ŷj(t, f) = gn,j(t)bj,n(f), gn,j are
the gains estimated in Section 2.4 and bj,n(f) are the fixed
basis functions learnt in Section 2.3.

Then, the magnitude spectrogram X̂j(t, f) is estimated
for each source j as:

X̂j(t, f) = ↵j(t, f) · X(t, f) (9)

where X(t, f) is the complex-valued STFT of the mixture
at TF bin (t, f).

Finally, the estimated source ŷj(t) is computed with the
inverse overlap-add STFT over X̂j(f, t), with the phase
spectrogram of the original mixture.

3. PROPOSED METHOD

We adapt the source separation framework described in
Section 2 to the score-informed scenario. The framework
is initialized with the gains ginit

j,n (t) derived from a MIDI
score having alignment errors. Next, the resulting gains
after the NMF separation gj,n(t) are refined with a set of
image processing heuristics which we describe in the Sec-
tion 3.2. Finally, the refined gains pj,n(t) are used to reini-
tialize the framework and reiterate the separation, towards
a better result.

3.1 Score-informed gains computation

We use as input a coarsely aligned score and the associated
audio recording. The MIDI score has local misalignments
up to d frames for the onset and the offset times. Thus, we
initialize the source separation system in Section 2 with the
MIDI notes by adding d frames before the onset and after
the offset. Consequently, for an instrument j, and all the
bins in a semitone n associated with a MIDI note (Figure
1B), we set the matrix ginit

j,n (t) to 1 for the frames where
the MIDI note is played as well as for the d frames around
the onset and the offset of the MIDI note. The other values
in ginit

j,n (t) are set to 0 do not change during computation,
while the values set to 1 evolve according to the energy
distributed between the instruments. The final gains are
computed with the algorithm described in Section 2.4, ob-
taining gj,n(t), the gains which will be used during the note
refinement stage (Figure 1C).
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Figure 1. A. The reconstructed signal can be seen as the
product between the several harmonic components (A) and
the gains (B). After NMF, the resulting gains (C) are split
in submatrices and used to detect blobs (D).

3.2 Note refinement

The shape and contours detected in an image, and asso-
ciated with meaningful objects, are commonly known as
blobs [22, p. 248]. Additionally, if we consider the matrix
associated with a grayscale image, an image patch is any
submatrix of the corresponding matrix.

During the note refinement stage we apply image pro-
cessing on the gains matrix gj,n(t) in order to associate the
entities in an image, namely the blobs, with notes. The
chosen blobs give the onset and offset times. Additionally,
the areas of the blobs are used to reiterate the separation.

The refinement of the gains occurs for each note sep-
arately. Hence, for each note s from the input score we
choose an image patch centered at the semitone n corre-
sponding to its associated MIDI note value. Precisely, we
process a submatrix of gj,n(t), namely ǧs

j,n(t), for s =
1...S, where S is the total number of notes in the score for
an instrument j. The size of submatrix ǧs

j,n(t), as seen in
Figure 1D, is equal to the one of the submatrices which has
been set to 1 at the initialization for the corresponding note
s. Thus, ǧs

j,n(t) has a width of two semitones and a length
corresponding to the prolonged duration of the note s.

3.2.1 Image binarization

Each image patch is preprocessed in two steps before bina-
rization. Initially, each row vector of the submatrix ǧs

j,n(t)
is convolved with a smoothing gaussian filter to remove
noise and discontinuities. Then each column of the same
submatrix is multiplied with a gaussian centered at the cen-
tral frequency bin, in order to penalize the values far from
the central bin, but still to preserve vibratos or transitions
between notes.

First, we apply a smoothing filter [22, p. 86] on the
image patch. We choose a one dimension Gaussian filter:

w(t) =
1p
2⇡�

e
� ! t2

2! 2 (10)

where t is the time axis and � = 3 is the standard devia-
tion . The first and the last � elements of each row vector n
of the matrix ǧs

j,n(t) are mirrored at the beginning, respec-
tively at the end of the vector. Then each row vector of
ǧs

j,n(t) is convolved with w(t), and the result is truncated
in order to preserve the dimensions of the initial matrix by
removing the mirrored frames.

Second, we multiply ǧs
j,n(t) with a 1-dimensional gaus-

sian centered in the central frequency bin:

v(n) =
1p
2⇡⌫

e� ( n! " ) 2

2# 2 (11)

where n is the frequency axis,  = 4 is the position of
the central frequency bin and the standard deviation ⌫ =
4(one semitone). Then, each column vector of ǧs

j,n(t) is
multiplied with v(n).

Image binarization assumes calculating a submatrix
p̌s

j,n(t), associated with note s:

p̌s
j,n(t) =

(

0 if ǧs
j,n(t) < mean(ǧs

j,n(t))

1 if ǧs
j,n(t) � mean(ǧs

j,n(t))
(12)

3.2.2 Blob selection

For a note s we detect blobs the corresponding binary sub-
matrix p̌s

j,n(t), using the connectivity rules described in
[22, p. 248] and [20].

Furthermore, we need to determine the best blob for
each note. A simple solution is to compute a score for
each blob by summing all the values in ǧs

j,n(t) included
in the area associated with the blob. However, we want
to penalize parts of the blobs which overlap in time with
other blobs from different notes s � 1, s, s + 1. Basically,
we want to avoid picking the same blobs for two adjacent
notes. Thus, we weight each element in ǧs

j,n(t) with a fac-
tor �, depending on the amount of overlapping with blobs
from adjacent notes, and we build a score matrix:

q̌s
j,n(t) =

8

>

<

>

:

� ⇤ ǧs
j,n(t) if p̌s

j,n(t) ^ p̌s�1
j,n (t) = 1

� ⇤ ǧs
j,n(t) if p̌s

j,n(t) ^ p̌s+1
j,n (t) = 1

ǧs
j,n(t) otherwise

(13)

where � is a value in the interval 0..1.
Note that we do not use the dynamic programming

method in [20] because the images patches are small, thus
we have to choose between very few blobs and, to that re-
spect, the Dijkstra algorithm is superfluous.

Furthermore, we compute a score for each note s and
for each blob associated with the note, by summing up the
elements in the score matrix q̌s

j,n(t) which are a part of a
blob. Furthermore, the selected blob for a note s is the one
having the maximum score. The boundaries of the selected
blob give the note onset and offset. Additonally, the area
of the blob can be used to reiterate source separation.
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