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ABSTRACT

We present Song2Quartet, a system for generating string
quartet versions of popular songs by combining probabilis-
tic models estimated from a corpus of symbolic classical
music with the target audio file of any song. Song2Quartet
allows users to add novelty to listening experience of their
favorite songs and gain familiarity with string quartets. Pre-
vious work in automatic arrangement of music only used
symbolic scores to achieve a particular musical style; our
challenge is to also consider audio features of the target
popular song. In addition to typical audio music content
analysis such as beat and chord estimation, we also use time-
frequency spectral analysis in order to better reflect partial
phrases of the song in its cover version. Song2Quartet pro-
duces a probabilistic network of possible musical notes at
every sixteenth note for each accompanying instrument of
the quartet by combining beats, chords, and spectrogram
from the target song with Markov chains estimated from
our corpora of quartet music. As a result, the musical score
of the cover version can be generated by finding the optimal
paths through these networks. We show that the generated
results follow the conventions of classical string quartet mu-
sic while retaining some partial phrases and chord voicings
from the target audio.

1. INTRODUCTION

Cover songs are arrangements of an original song with cer-
tain variations which add novelty. Changing the instruments
used is one such variation, but a complete switch of instru-
mentation may result in very unusual parts. For example,
completely replacing a chord-heavy guitar part with a violin
may result in unplayable (or very difficult) chords. Arrang-
ing music for different instruments requires consideration
about the music those instruments normally perform.

Previous approaches in automated arrangement are mostly
performed in the symbolic domain of music. Melody har-
monization and re-harmonization of chord sequences take
symbols of chords or pitches as inputs [1, 7, 10, 16]. Gui-
tar arrangements of piano music can be generated from a
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Figure 1: Generating a cover song with a specific style.
Sample results are available at:
https://staff.aist.go.jp/m.goto/Song2Quartet/

MusicXML score [14]. Statistical modelling of a corpus
has also been used to generate electronic dance music [6].
Furthermore, automatically generating music in a specific
instrumental style is not well explored. In a great deal
of work on computer-assisted composition [8], some auto-
matic composition systems attempted to generate results
with a particular composer’s musical style [4] or the user’s
musical style [15]. However, those systems cannot be used
to generate cover songs in a particular instrument style by
preserving the recognizable parts of the original songs.

We present Song2Quartet to address this issue. An
overview of our system is shown in Figure 1. Two novel
aspects of this work, the audio analysis for generating cover
songs and generating music in a specific instrumental style,
are addressed in the audio analysis and score analysis mod-
ules, respectively.

To ensure that the generated cover songs include features
that are also recognizable in the original audio, the audio
analysis module estimates notable rhythms, chord voicings,
and contrary motions between melody and bass by extract-
ing the audio spectrum. In parallel, to generate music to
be playable and recognizably following the classical string
quartet style, the score analysis module captures charac-
teristics of the string quartet from the corpus of symbolic
music such as the typical note onsets in a measure and the
pitch transitions of each instrument in the quartet.

These two aspects are balanced by means of a probabilis-
tic formulation, where the corpus style and audio analysis
are combined by weighted multiplication. The audio analy-
sis provides probabilities for observing note events at every
16th note, and the score analysis mainly provides the tran-
sition probabilities of notes. We formalize our generation
of cover songs as finding the sequence of notes which max-
imizes the probabilities obtained from the modules using
dynamic programming, with techniques to compress the
search space to make our problem tractable.
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Figure 2: Audio analysis (4 measures shown in examples).

2. ANALYSIS

2.1 Features needed from audio

Knowing which pitches are in the polyphonic music is
useful in creating cover songs. Since multi-pitch analysis
methods often suffer from pitch and onset detection errors
when handling polyphonic music with a drum track, we
cannot simply apply the analysis beforehand and use the
analysis results as constraints. However, we can use the
audio feature extraction portions of multi-pitch analysis to
aid in generating cover songs. Concretely, after performing
Harmonic/Percussive source separation, the magnitudes and
onsets of each note are obtained by applying a variable-Q
spectral transform and calculating the salience function of
the onset events.

The melody, chords, bass, and beats of a song provide
musical facets which should be observed in the cover ver-
sion of a song. These facets are extracted from the audio us-
ing Songle, a music understanding engine [13]. The melody
and bass pitches, as well as the chord labels, are segmented
according to the time grid provided by the analyzed beats.
Later, these will be combined with the beat-aligned audio
spectral analysis to form probabilistic constraints.

2.2 Audio analysis

Figure 2 shows an overview of the audio analysis. We per-
form Harmonic/Percussive source separation with median
filtering [9], then use a variable-Q transform (VQT) [18]
with a Blackman-Harris window and the variable-Q pa-
rameter ! set to use a constant fraction of the equivalent
rectangular bandwidths [11], giving us spectral analysis
S. The frequency range was set to 65 Hz–2500 Hz (MIDI
pitches 36–99).

We then perform beat estimation on the original audio
with Songle and divide each beat into 4, giving 16th notes.
The means (over time) of VQT bins that fall within the
range of each 16th note are calculated, producing the sliced
spectrogram AM . AM is normalized to the range [0, 1].

To estimate onset probabilities in the target song, we
use two methods: flux of AM and first-derivative Savitzky-
Golay filtering [17] on S. The flux of AM is simply the
half-wave rectified difference between successive 16th notes
of AM . For the latter method, we calculate the smoothed
first derivative of S along the time axis using Savitzky-
Golay filtering with a window size of 21 samples to find
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Figure 3: Score analysis (Mozart cello in examples).
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Figure 4: Rhythmic events detected in the score.

the peaks of S. To quantize the onset estimation to the
16th-note level, we find the maximum peak within a time
window equal to a 16th note duration, but shifted backwards
in time by 25% to accommodate slight inaccuracies in the
beat detection. Both methods operate on each MIDI pitch
independently. We set AO to be the sum of the two methods,
and normalize it to the range [0, 1].

Finally, we extract two more pieces of information using
[13]: the melody M , and the chords in each song, including
both the overall chord name C and the bass pitch CB .

2.3 Features needed from the score

Features obtained from the score analysis contribute to
maintaining the musical style. Classical string quartet mu-
sic rarely includes complex rhythms and very large pitch
intervals, so we obtain these tendencies as probabilities of
rhythm and pitch intervals from the corpus of scores.

2.4 Score analysis

Figure 3 shows an overview of the score analysis. We
used the Music21 [5] toolkit and corpus to analyze string
quartets by Haydn, Mozart, and Beethoven. Our analysis
comprised of pitches and rhythms, and only used music in
4/4 time which fit into a 16th-note grid. If the time signature
changed in the middle of a movement, we only considered
the portion(s) in 4/4.

We calculated the probabilities of rhythmic events in
a 16th note grid. Rhythmic events were defined as one of
four possible values: 0 indicated a new note, 1 indicated
a new rest, 2 indicated a continued note, and 3 indicated
a continued rest; an example is shown in Figure 4. This
resulted in a 4x16 matrix of probabilities GR, with each
probability being the number of occurrences divided by the
number of measures.

We extracted 1st-order Markovian [2] rhythm transitions.
This is simply the probability of each [previous event, next
event] pair occurring, and produced a 4x4 matrix TR.

We calculated 1st-order Markovian pitch transitions for
both absolute pitches and relative pitches. We considered a
chord-note or pair of chords to include every pitch transi-
tion between the notes in successive chords. For simplicity,
we recorded these transitions in two 100x100 matrices TA
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