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ABSTRACT

To find occurrences of melodic segments, such as themes,
phrases and motifs, in musical works, a well-performing
similarity measure is needed to support human analysis of
large music corpora. We evaluate the performance of a
range of melodic similarity measures to find occurrences
of phrases in folk song melodies. We compare the similar-
ity measures correlation distance, city-block distance, Eu-
clidean distance and alignment, proposed for melody com-
parison in computational ethnomusicology; furthermore
Implication-Realization structure alignment and B-spline
alignment, forming successful approaches in symbolic mel-
odic similarity; moreover, wavelet transform and the ge-
ometric approach Structure Induction, having performed
well in musical pattern discovery. We evaluate the suc-
cess of the different similarity measures through observing
retrieval success in relation to human annotations. Our re-
sults show that local alignment and SIAM perform on an
almost equal level to human annotators.

1. INTRODUCTION

In many music analysis tasks, it is important to query a
large database of music pieces for the occurrence of a spe-
cific melodic segment: which pieces by Rachmaninov quote
Dies Irae? Which bebop jazz improvisers used a specific
Charlie Parker lick in their solos? How many folk song
singers perform a melodic phrase in a specific way?

In the present article, we compare a range of existing
similarity measures with the goal of finding occurrences
of melodic segments in a corpus of folk song melodies.
This is a novel research question, evaluated on annotations
which have been made specifically for this purpose. The
insights gained from our research on the folk song genre
can inform future research on occurrences in other genres.

We evaluate similarity measures on a set of folk songs,
in which human experts annotated phrase similarity. We
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use these annotations as evidence for occurrences of melo-
dic segments in related songs. If we know that a similarity
measure is successful in finding the annotated occurrences
in this set, we infer that the measures will be successful for
finding correct occurrences of melodic segments of phrase
length in a larger dataset of folk songs as well. We describe
the dataset in more detail in Section 2.

In computational ethnomusicology various methods for
comparing folk song melodies have been suggested: as
such, correlation distance [12], city-block distance and
Euclidean distance [14] have been considered promising.
Research on melodic similarity in folk songs also showed
that alignment measures reproduce human judgements on
agreement between melodies well [16].

As this paper focusses on similarity of melodic seg-
ments rather than whole melodies, recent research in mu-
sical pattern discovery is also of particular interest. Two
well-performing measures in the associated MIREX chal-
lenge of 2014 [7, 17] have shown success when evaluated
on the Johannes Keppler University segments Test Database
(JKUPDT). 1 We test whether the underlying similarity
measures of the pattern discovery methods also perform
well in finding occurrences of melodic segments.

Additionally, we apply the most successful similarity
measures from the MIREX symbolic melodic similarity
track in our research. The best measure of MIREX 2005
(Grachten et al. [4]), was evaluated on RISM incipits, which
are short melodies or melodic segments, therefore relevant
for our task. In recent MIREX editions the algorithm by
Urbano et al. [15] has been shown to perform well on the
EsAC folk song collection. 2

We present an overview of the compared similarity mea-
sures in Table 1, listing the music representations to which
these measures have been originally applied, and which we
therefore also use in our comparisons. Moreover, we in-
clude information on the research fields from which the
measures are taken, the database on which they were eval-
uated, if applicable, and a bibliographical reference to a
relevant paper. We describe the measures in Section 3.

We evaluate the different measures by comparison with
human annotations of phrase occurrence, through quanti-

1 http://www.music-ir.org/mirex/wiki/2014:
Discovery_of_Repeated_Themes_%26_Sections_
Results

2 http://www.esac-data.org
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Similarity measure Music representations Research field Dataset Authors
Correlation distance (CD) duration weighted pitch sequence Ethnomusicology - [12]
City block distance (CBD) pitch sequence Ethnomusicology - [14]
Euclidean distance (ED) pitch sequence Ethnomusicology - [14]
Local alignment (LA) pitch sequence Ethnomusicology MTC [16]
Structure induction (SIAM) pitch / onset MIR JKUPTD [7]
Wavelet transform (WT) duration weighted pitch sequence MIR JKUPTD [17]
B-spline alignment (BSA) pitch sequence MlR EsAC [15]
I-R structure alignment (IRSA) pitch, duration, metric weight MIR RISM [4]

Table 1. An overview of the measures for music similarity compared in this research, with information on the authors and
year of the related publication, and which musical data the measures were tested on, if applicable.

fying the retrieval measures precision, recall and F1-score,
and the area under the receiver-operating characteristic
curve. The evaluation procedure is described in detail in
Section 4.

The remainder of this paper is organised as follows:
first, we describe our corpus of folk songs and the anno-
tation procedure. Next, we give details on the compared
similarity measures, and the methods used to implement
the similarity measures. We describe our evaluation pro-
cedure before presenting the results, finally discussing the
implications of our findings and concluding steps for future
work.

2. MATERIAL

We evaluate the similarity measures on a corpus of Dutch
folk songs, MTC-ANN 2.0, which is part of the Meertens
Tune Collections [5]. MTC-ANN 2.0 contains 360 orally
transmitted melodies, which have been transcribed from
recordings and digitized in various formats. Various meta-
data have been added by domain experts, such as the tune
family membership of a given melody: the melodies were
categorized into groups of variants, or tune families. The
variants belonging to a tune family are considered as being
descended from the same ancestor melody [1]. We parse
the **kern files as provided by MTC-ANN 2.0 and trans-
form the melodies and segments into the required music
representations using music21 [2].

Even though MTC-ANN 2.0 comprises very well docu-
mented data, there are some difficulties to overcome when
comparing the digitized melodies computationally. Most
importantly, the transcription choices between variants can
be different: where one melody is notated in 3/4, and with
a melodic range from D4 to G4, another transcriber may
have chosen a 6/8 meter, and a melodic range from D3
to G3. This means that notes which are perceptually very
similar might be hard to match based on the digitized in-
formation. Musical similarity measures might be sensitive
to these differences, or they might be transposition or time
dilation invariant, i.e. work equally well under different
pitch transpositions or meters.

Of these 360 melodies categorized into 26 tune families,
we asked three Dutch folk song experts to annotate similar-
ity relationships between phrases within tune families. The

annotators judged the similarity of phrases of 213 melodies
belonging to 16 tune families, amounting to 1084 phrase
annotations in total. The phrases contain, on average, nine
notes, with a standard deviation of two notes. The dataset
with its numerous annotations is publicly available. 3

For each tune family, the annotators compared all the
phrases within the tune family with each other, and gave
each phrase a label consisting of a letter and a number.
If two phrases were considered “almost identical”, they
received exactly the same label; if they were considered
“related but varied”, they received the same letter, but dif-
ferent numbers; and if two phrases were considered “dif-
ferent”, they received different letters. See an annotation
example in Figure 1.

The three domain experts worked independently on the
same data. To investigate the subjectivity of similarity
judgements, we measured the agreement between the three
annotators’ similarity judgements using Fleiss’ Kappa,
which yielded  = 0.73, constituting substantial agree-
ment.

The annotation was organized in this way to guaran-
tee that the task was feasible: judging the occurrences of
hundreds of phrases in dozens of melodies (14714 compar-
isons) would have been much more time consuming than
assigning labels to the 1084 phrases, based on their sim-
ilarity. Moreover, the three levels of annotation facilitate
evaluation for two goals: finding only almost identical oc-
currences, and finding also varied occurrences. These two
goals might require quite different approaches.

We focus on finding almost identical occurrences: if for
a given query phrase q in one melody, at least one phrase r
with exactly the same label (letter and number) appears in
another melody s of the same tune family, we consider it an
occurrence of melodic segment q in s. Conversely, if there
is no phrase with exactly the same label as q in melody s,
this constitutes a non-occurrence.

For all phrases and all melodies, within their respective
tune families, we observe whether the annotators agree on
occurrence or non-occurrence of query phrases q in melo-
dies s. The agreement for these judgements, 14714 in total,
was analyzed with Fleiss’ Kappa, with the result  = 0.51
denoting moderate agreement. This highlights the ambigu-

3 http://www.liederenbank.nl/mtc/

660 Proceedings of the 16th ISMIR Conference, Málaga, Spain, October 26-30, 2015



 
Record 73120 - Strophe 1

!"#$
% $ !"$$ !$& $

"$$$$$$%& $$

!"$$$ $ $$!& % $$ $$

"$$$$ $$%& $

A0

B0

C0

D0

 
Record 75635 - Strophe 1

!!!!! "#$ !86 "!!
"42 !!!! !#$ "!!%! !

!! !! 83"!!86
!

%!
#$ !!! "

!%!
&! ! !!#$

7

83 ! ! "

A1

B0

E3

D6

Figure 1. An example for two melodies from the same tune family with annotations.

Annotators Precision Recall F1-score
1 and 2 0.745 0.763 0.754
1 and 3 0.803 0.75 0.776
2 and 3 0.788 0.719 0.752

Table 2. The retrieval scores between annotators. For in-
stance, annotator 2 agrees to 75% with the occurrences de-
tected by annotator 1. The scores are symmetric.

ity involved in finding occurrences of melodic segments.
To compare the annotators’ agreement with the perfor-

mance of the similarity measures in the most meaningful
way, we also compute the precision, recall and F1-score
of each annotator in reproducing the occurrences detected
by another annotator. Table 2 gives an overview of these
retrieval scores. A higher retrieval score for a given simi-
larity measure would indicate overfitting to the judgements
of one individual annotator.

3. COMPARED SIMILARITY MEASURES

In this section, we present the eight compared similarity
measures. We describe the measures in three subgroups:
first, measures comparing fixed-length note sequences; sec-
ond, measures comparing variable-length note sequences;
third, measures comparing more abstract representations
of the melody.

For our corpus, as melodies are of similar length, we
can transpose all melodies to the same key using pitch his-
togram intersection. For each melody, a pitch histogram is
computed with MIDI note numbers as bins, with the count
of each note number weighed by its total duration in a mel-
ody. The pitch histogram intersection of two histograms hq

and hr, with shift � is defined as

PHI(hq, hr, �) =
l

X

k=1

min(hq,k+�, hr,k), (1)

where k denotes the index of the bin, and l the total number
of bins. We define a non-existing bin to have value zero.
For each tune family, we randomly pick one melody and
for each other melody in the tune family we compute the
� that yields a maximum value for the histogram intersec-
tion, and transpose that melody by � semitones.

Some similarity measures use note duration to increase
precision of the comparisons, others discard the note du-

ration, which is an easy way of dealing with time dilation
differences. Therefore, we distinguish between music rep-
resentation as pitch sequences, which discard the durations
of notes, and duration weighted pitch sequences, which re-
peat a given pitch depending on the length of the notes.
We represent a quarter note by 16 pitch values, an eighth
note by 8 pitch values, and so on. Onsets of small duration
units, especially triplets, may fall between these sampling
points, which shifts their onset slightly in the representa-
tion. Besides, a few similarity measures require music rep-
resentation as onset, pitch pairs, or additional information
on metric weight.

3.1 Similarity Measures Comparing Fixed-Length
Note Sequences

To formalize the following three measures, we refer to two
melodic segments q and r of length n, which have ele-
ments qi and ri. The measures described in this section
are distance measures, such that lower values of dist(q, r)
indicate higher similarity. Finding an occurrence of a mel-
odic segment within a melody with a fixed-length simi-
larity measure is achieved through the comparison of the
query segment against all possible segments of the same
length in the melody. The candidate segment which is most
similar to the query segment is retained as a match. The
implementation of the fixed-length similarity measures in
Python is available online. 4 It uses the spatial.distance
library of scipy [10].

Scherrer and Scherrer [12] suggest correlation distance
to compare folk song melodies, represented as duration
weighed pitch sequences. Correlation distance is indepen-
dent of the transposition and melodic range of a melody,
but in the current music representation, it is affected by
time dilation differences.

dist(q, r) = 1 �
Pn

i=1(qi � q̄) · Pn
i=1(ri � r̄)

p

Pn
i=1(qi � q̄) · Pn

i=1(ri � r̄)
(2)

Steinbeck [14] proposes two similarity metrics for the
classification of folk song melodies: city-block distance
and Euclidean distance (p.251f.). He suggests to compare
pitch sequences, next to various other features of melodies
such as their range, or the number of notes in a melody.
As we are interested in finding occurrences of segments

4 https://github.com/BeritJanssen/
MelodicOccurrences
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rather than comparing whole melodies, we analyze pitch
sequences.

City-block distance and Euclidean distance are not trans-
position invariant, but as they are applied to pitch sequences,
they are time dilation invariant. All the fixed-length mea-
sures in this section will be influenced by small variations
affecting the number of notes in a melodic segment, such
as ornamentation. Variable-length similarity measures, dis-
cussed in the following section, can deal with such varia-
tions more effectively.

3.2 Similarity Measures Comparing Variable-Length
Note Sequences

To formalize the following three measures, we refer to a
melodic segment q of length n and a melody s of length
m, with elements qi and sj . The measures described in this
section are similarity measures, such that lower values of
sim(q, s) indicate higher similarity. The implementation
of these methods in Python is available online. 4

Mongeau and Sankoff [8] suggest the use of alignment
methods for measuring music similarity, and they have been
proven to work well for folk songs [16]. We apply local
alignment [13], which returns the similarity of a segment
within a melody which matches the query best.

To compute the optimal local alignment, a matrix A(i, j)
is recursively filled according to equation 3. The matrix is
initialized as A(i, 0) = 0, i 2 {0, . . . , n}, and A(0, j) =
0, j 2 {0, . . . , m}. Winsertion and Wdeletion define the
weights for inserting an element from melody s into seg-
ment q, and for deleting an element from segment q, re-
spectively. subs(qi, sj) is the substitution function, which
gives a weight depending on the similarity of the notes qi

and sj .

A(i, j) = max

8

>

>

>

<

>

>

>

:

A(i � 1, j � 1) + subs(qi, sj)

A(i, j � 1) + Winsertion

A(i � 1, j) + Wdeletion

0

(3)

We apply local alignment to pitch sequences. In this
representation, local alignment is not transposition invari-
ant, but it should be robust with respect to time dilation.
For the insertion and deletion weights, we use Winsertion =
Wdeletion = �0.5, and we define the substitution score as

subs(qi, sj) =

(

1 if qi = sj

�1 otherwise
. (4)

The local alignment score is the maximum value in the
alignment matrix, normalized by the number of notes n in
the query segment.

sim(q, s) =
1

n
max

i,j
(A(i, j)) (5)

Structure Induction Algorithms [7] formalize a melody
as a set of points in a space defined by note onset and
pitch, and perform well for musical pattern discovery [6].
They measure the difference between melodic segments

through so-called translation vectors. The translation vec-
tor T between points in two melodic segments can be seen
as the difference between the points qi and sj in onset,
pitch space. As such, it is transposition invariant, but will
be influenced by time dilation differences.

T =

✓

qi,onset

qi,pitch

◆

�
✓

sj,onset

sj,pitch

◆

(6)

The maximally translatable pattern (MTP) of a transla-
tion vector T for two melodies q and s is then defined as
the set of melody points qi which can be transformed to
melody points sj with the translation vector T.

MTP (q, s,T) = {qi|qi 2 q ^ qi + T 2 s} (7)

We analyze the pattern matching method SIAM, defin-
ing the similarity of two melodies as the length of the longest
maximally translatable pattern, normalized by the length n
of the query melody:

sim(q, s) =
1

n
max
T

|MTP (q, s,T)| (8)

3.3 Similarity Measures Comparing Abstract
Representations

The following three methods transform the melodic con-
tour into a more abstract representation prior to compari-
son.

Velarde et al. [18] use wavelet coefficients to compare
melodies: melodic segments are transformed with the Haar
wavelet. The wavelet coefficients indicate whether there
is a contour change at a given moment in the melody, and
similarity between two melodies is computed through city-
block distance of their wavelet coefficients. The method
achieved considerable success for pattern discovery [17].
We use the authors’ Matlab implementation to compute
wavelet coefficients of duration weighed pitch sequences,
and compute city-block distance between the coefficients
of query segment and match candidates.

Through the choice of music representation and com-
parison of the wavelet coefficients, this is a fixed-length
similarity measure sensitive to time dilation; however, it is
transposition invariant.

Urbano et al. [15] transform note trigrams to a series
of B-spline interpolations, which are curves fitted to the
contours of the note trigrams. The resulting series of B-
splines of two melodies are then compared through align-
ment. Different B-spline alignment approaches have per-
formed well in various editions of MIREX for symbolic
melodic similarity. 5

We apply the ULMS2-ShapeL algorithm, 6 using the
most recent version, different from its original publica-
tion [15]. This algorithm discards the durations of the
notes and returns the local alignment score of query seg-
ments and melodies. The score is normalized by the length

5 http://www.music-ir.org/mirex/wiki/2012:
Symbolic_Melodic_Similarity_Results

6 https://github.com/julian-urbano/MelodyShape
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n of the query segment. This similarity measure is of vari-
able length, sensitive to time dilation, but transposition in-
variant.

Grachten’s method [4] relies on Implication-Realization
(IR) structures, as introduced by Narmour [9] as basic units
of melodic expectation. Grachten et al. transform melo-
dies into IR structures using a specially developed parser.
The similarity of melodies is then determined based on the
alignment of the IR structures. This method was successful
in the MIREX challenge for symbolic melodic similarity of
2005. 7

In preparation of IR-structure alignment, we use
Grachten’s [4] IR-parser, which takes the onset, pitch, du-
ration and metric weight of a melody and infers the corre-
sponding IR structures. To this end, we exclude all melo-
dies which do not have annotated meter (n = 65), needed
for the computation of metric weight, from the corpus. We
align the IR-structures with the same insertion and deletion
weights and the same substitution function as Grachten’s
publication, but as we are interested in finding occurrences,
we use local alignment rather than the original global align-
ment approach. Through the transformation of the note se-
quences to IR-structure sequences, this similarity measure
is transposition invariant, but it is sensitive to time dila-
tion and ornamentation, which might affect the detected
IR-structures.

4. EVALUATION

We evaluate the potential success of a similarity measure
through comparing the retrieved occurrences to the anno-
tators’ judgements, separately for each annotator. Differ-
ent thresholds on the similarity measures determine which
matches are accepted as occurrences, or rejected as non-
occurrences. For the distance measures (CD, CBD, ED,
WT), matches with similarity values below the threshold,
for the other measures, matches with similarity values above
the threshold are considered occurrences.

The relationship between true positives and false pos-
itives for each measure is summarized in a receiver-oper-
ating characteristic (ROC) curve with the threshold as pa-
rameter. The area under the ROC curve (AUC) determines
whether a similarity measure overall performs better than
another, for which we calculate confidence intervals and
statistical significance using DeLong’s method for paired
ROC curves, based on U statistics [3,11]. Furthermore, we
report the maximally achievable retrieval measures preci-
sion, recall and F1-score with relation to the ground truth.

5. RESULTS

We have analyzed the results with respect to all annotators,
resulting in the same ranking of the similarity measures.
Due to space constraints, we report and discuss our results
in relation to annotator 1. We show the ROC curves of
the eight different measures in Figure 2, which display the
true positive rate against the false positive rate at different

7 http://www.music-ir.org/mirex/wiki/2005:
Symbolic_Melodic_Similarity_Results

Measure F1-score Precision Recall AUC
Baseline 0.68 0.52 1 n/a
CD 0.68 0.51 1 0.549
CBD 0.68 0.51 1 0.574
ED 0.68 0.51 1 0.568
LA 0.73 0.7 0.78 0.790
SIAM 0.73 0.75 0.71 0.787
WT 0.69 0.57 0.87 0.732
BSA 0.72 0.65 0.81 0.776
IRSA 0.69 0.54 0.95 0.683

Table 3. Results of the compared similarity measures for
different music representations: the maximal F1-score, the
associated precision and recall, and the area under the ROC
curve (AUC).
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Figure 2. The ROC curves for the various similarity mea-
sures, showing the increase of false positive rate against
the increase of the true positive rate, as a parameter of the
threshold.

thresholds. The more of the higher left area a ROC curve
covers in a graph, the better; this indicates that the two
classes are better separable.

From Figure 2 it can be seen that the similarity mea-
sures suggested in computational ethnomusicology (CD,
CBD, ED) perform only marginally above chance. IR-
structure alignment and wavelet transform obtain better re-
sults, and B-spline alignment, local alignment and SIAM
perform best.

We summarize the area under the ROC curve (AUC),
the maximally achieved F1-score, as well as the associated
precision and recall in Table 3. We include a baseline in
this table which assumes that every compared melody con-
tains an occurrence of the query segment, which leads to
perfect recall, but poor precision, as the chance for a seg-
ment to occur in a given melody are only about 50%.

We compare the AUC values of the different measures
in Figure 3, showing confidence intervals and significance
of the pairwise differences between adjoining measures,
indicated by stars (*p < .5, **p < .01, ***p < .001).
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Figure 3. The area under the ROC curve of all similar-
ity measures, ordered by the most successful to the least
successful methods. The error bars indicate the confi-
dence intervals, and significant difference between adjoin-
ing measures is indicated by stars (*p< .5, **p< .01,
***p < .001).

6. DISCUSSION

Our results indicate that the distance measures (CD, CBD,
ED) do not work very well, which contradicts the intu-
itions of the computational ethnomusicologists who pro-
pose them. This suggests that variations on pitch height
and contour, which mostly affect these measures, are not
the most informative aspect for human judgements on mu-
sical similarity. Embellishments of a note sequence through
extra notes, for instance to accommodate slightly varied
lyrics, on the other hand, would cause considerable de-
crease of measured similarity, while they will be perceived
as minor variation, if at all by human listeners.

Measures from symbolic melodic similarity (BSA,
IRSA) and pattern discovery (WT) perform better over-
all. Among these, I-R structure alignment performs least
well. This performance might be improved by optimising
the alignment scores for our dataset; the alignment weights
were trained on RISM incipits and might therefore not fit
the folk songs optimally.

Wavelet transform seems to capture some essential no-
tions of music similarity for finding correct occurrences,
showing that essentially the same technique - fixed-length
comparison with city-block distance - can be much more
successful if it is applied to a different abstraction level
than pitch sequences. Possibly a variable-length compari-
son step would yield even better results.

As expected from its success in symbolic melodic sim-
ilarity MIREX tracks, B-spline alignment successfully re-
trieves a large portion of relevant occurrences annotated
by human experts. However, it does not perform as well as
some of the other measures in our comparison.

Confirming earlier research on melodic similarity in folk
songs, alignment performs well in our task. We show that
local alignment is very successful in correctly identifying

occurrences, even with a very simple substitution score,
which only rewards equal pitches. Even better results might
be achieved with different weights and substitution scores.

SIAM, to our knowledge, has not been evaluated for de-
tecting phrase occurrences in folk song melodies yet, but
performs on the same level as local alignment. This im-
plies that SIAM is a good candidate for finding occurrences
of melodic segments successfully, especially in corpora
where transposition differences cannot be resolved through
pitch histogram intersection, for instance in classical mu-
sic and jazz, where key changes might make the estimation
of transposition more difficult.

With maximal F1-scores of 0.73, the results of local
alignment and SIAM come close to the between-annotator
F1-scores between 0.75 and 0.78. This shows that we can-
not do much better for our problem on this dataset without
overfitting.

7. CONCLUSION

We conclude that both local alignment and SIAM seem
adequate methods for finding occurrences of melodic seg-
ments in folk songs. Based on the retrieval scores, they find
almost the same amount of relevant occurrences as human
annotators among each other.

The measures investigated in this paper were applied
to specific music representations. A wider range of music
representations will be compared in future work. More-
over, the results will need to be analyzed in more detail
with special attention to the cases where the similarity mea-
sures err, i.e. are false positives and false negatives more
frequent for a specific tune family? And if so, do the an-
notators also disagree most on these same tune families?
Besides, it is important to investigate the true positives as
well, and ascertain that they are found in the correct posi-
tions in a melody.

The similarity measures compared in this article can
be applied to other music corpora, which will give even
deeper insights into relationships between melodies based
on melodic segments that are shared between them. We
can learn much about melodic identity and music similarity
from both the confirmation and refutation of our findings
in other music genres.
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