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assess estimations, and store annotation data.

1. THE FRAMEWORK

In this section we describe the self-contained, open-source
framework written in Python ' that facilitates and encour-
ages research in area of music structure analysis.

1.1 The Task

Music Structure Analysis (MSA) has been explored in MIR
since the late 90s, and it is still one of the most active in
MIREX [13]. Its goal is to identify the large-scale, non-
overlapping segments of a given audio signal (e.g., verse,
chorus). Typically, this task is divided in two subproblems:
boundary detection, where the exact times of the begin-
ning and end of the segments are extracted; and structural
grouping, where the different segments defined by the pre-
viously detected boundaries are classified based on their
acoustic similarity. These two subproblems are evaluated
differently, and some algorithms only focus at solving one
of these two subproblems (e.g., boundary detection [1],
structural grouping [9], or both [5]).

1.2 The Features

MSAF pre-computes a set of features using Librosa [8],
such that the same exact input is used across algorithms,
thus assuring that the performance of the implementations
can be easily compared independently of the impact of the
specific set of parameters of the feature extraction process.

The current version of MSAF supports Chromagrams, MFCCs,

Tonnetz, and Constant-Q Spectrum, all of them standard
in the MSA task. These features depend on the additional
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Table 1: Algorithms included in MSAF classified based on the
subproblems that they approach in their current implementations.

analysis parameters such as sampling rate, FFT size, and
hop size, which can also be modified in MSAF. Addition-
ally, the beat-tracker in 1ibrosa can be employed to ag-
gregate all the features at a beat level, thus obtaining beat-
synchronous features. This process, which is common in
MSA, reduces the number of the features while maintain-
ing good accuracy in terms of structure discovery assuming
most segment boundaries fall at beat positions. Neverthe-
less, MSAF can operate both on beat- or frame-synchronous
features, and additional features can be easily introduced
based on the requirements of future algorithms.

1.3 The Algorithms

As aforementioned, MSA algorithms can be classified based
on the subtask that they aim to solve. Currently, MSAF

contains the eight different implementations listed in Ta-

ble 1: seven that detect boundaries, and five that group

structure.

While the implementations of [3, 5, 6, 15] are forked
from their original open-source repositories, the rest of the
algorithms are implemented based on their original pub-
lications due to the lack of publicly available implemen-
tations. This might introduce some differences in the re-
sults given the mentioned difficulty of reporting every sin-
gle implementation detail. Regardless, MSAF is designed
to be extensible, such that the inclusion of further algo-
rithms is straightforward, thus encouraging researchers to
include their novel methods in order to easily assess and
share them.

1.4 The Evaluation

The Python package mir_eval [11] is used to evaluate
each of the two subproblems of MSA. More specifically,
MSAF uses by default the Hit Rate F-measure and the
Standard Median Deviations [14] to assess the quality of



the boundaries, and outputs the Pairwise Frame Cluster-
ing [3] and the Normalized Conditional Entropies [4] for
the evaluation of the segment labels. Additionally, the
T-measures [7], recently introduced and implemented in
mir_eval, are used to evaluate multilevel segmentations
such as the ones produced by [5] and [6].

1.5 The Data

JAMS [2] is the default format used in MSAF to read an-
notations and read/write estimations. In order to facili-
tate reproducibility, the following standard datasets have
already been parsed to the JAMS format and are included
in the MSAF repository: The Beatles TUT, SALAMI, and
Isophonics. Additionally, a reduced dataset of five heavy
metal tracks from the band Sargon released under a Cre-
ative Commons License is added to the repository. This
Sargon dataset includes both annotations and audio files.

2. CONCLUSIONS

We have introduced an open-source framework that facili-
tates the task of analyzing, assessing, and comparing multi-
ple implementations of MSA algorithms. This framework
includes the processes of feature extraction, algorithm im-
plementation, evaluation, and datasets (one of which in-
cludes audio), such that it is ready to be run as a stand-
alone eco-system. Moreover, its design allows the easy
inclusion of further MSA algorithms, in order to encour-
age usage from the research community for this task. In
the future, we hope to see similar frameworks to facilitate
research for other MIR tasks.
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